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Outline

Gomory mixed-integer (GMI) inequalities/closure

Mixed-integer rounding (MIR) inequalities/closure

Relations between families of cuts

Readers are referred to [Cor08,BC08,MW01,DGL10,DGR11,ACL05].
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GMI

Theorem

Consider a mixed-integer set with a single equality

X ≡
{
x ∈ Z|I |

+ × R|C |
+ : a⊤x=a0

}
.

Let fj ≡ aj − ⌊aj⌋ for j ∈ {0} ∪ I , then the GMI inequality∑
j∈I :fj≤f0

fj
f0
xj +

∑
j∈I :fj>f0

1− fj
1− f0

xj +
∑

j∈C :aj>0

aj
f0
xj +

∑
j∈C :aj<0

−aj
1− f0

xj ≥ 1

(1)
is a valid inequality for conv(X ).

A proof can be found at this link.
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GMI

Theorem

Consider a general mixed-integer set

X ≡
{
x ∈ Z|I |

+ × R|C |
+ : a⊤x≤a0

}
.

Let fj ≡ aj − ⌊aj⌋ for j ∈ {0} ∪ I , then the GMI inequality

∑
j∈I

(
⌊aj⌋+

(fj − f0)
+

1− f0

)
xj +

1

1− f0

∑
j∈C :aj<0

ajxj ≤ ⌊a0⌋ (2)

is a valid inequality for conv(X ).
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GMI

Proof.

Introduce a slack variable a⊤x + s = a0 and then generate GMI ineq. (1)
in the (x , s)-space:∑

j∈I :fj≤f0

fj
f0
xj +

∑
j∈I :fj>f0

1− fj
1− f0

xj +
∑

j∈C :aj>0

aj
f0
xj −

∑
j∈C :aj<0

aj
1− f0

xj +
1

f0
s ≥ 1

We substitute s = a0 − a⊤x to get the GMI inequality (2).
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GMI closure

Definition (GMI closure)

Consider a general mixed-integer set

X ≡
{
x ∈ Z|I |

+ × R|C |
+ : Ax ≤ b

}
,

let P denote its continuous relaxation.

i. Add a slack variable s ∈ Rm
+ and obtain Ax + s = b.

ii. For λ ∈ Rm, we have

λ⊤Ax + λ⊤s = λ⊤b,

iii. Derive a GMI inequality (1) from the above equality, and then
eliminate s, resulting a GMI inequality in the x space.

iv. GMI closure relative to P: PGMI is obtained from P by adding all the
GMI inequalities.
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GMI

Remarks

One may generate GMI inequalities from any valid constraints,
however, those inequalities might not cut off the current optimal
solution (e.g., basic feasible solution). Hence, in practice, one would
generate GMI cuts from the optimal simplex tableau (which is
essentially obtained by Gaussian elimination (i.e., linear combination
of linear systems), this corresponds to the fact that λ ∈ Rm in
Theorem 2).
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MIR

Lemma

Consider a 2-variable mixed-integer set

X ≡
{
(x , s) ∈ Z× R :

x ≤ a0 + s (I )
s ≥ 0 (II )

}
.

Let f0 ≡ a0 − ⌊a0⌋, then the inequality

x − s

1− f0
≤ ⌊a0⌋ (3)

is a valid inequality for conv(X ).
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MIR

Proof.

Consider the following disjunction

x ≤ ⌊a0⌋ (III ) ∨ x ≥ ⌈a0⌉ (IV ).

Then both (I ) + f0(III ) and (II ) + (1− f0)(IV ) will produce the
inequality (3). Note that the resulting ineq. is also a split inequality.
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MIR

Theorem

Consider a mixed-integer set with a single inequality

X ≡
{
x ∈ Z|I |

+ × R|C |
+ : a⊤x ≤ a0

}
.

Let fj ≡ aj − ⌊aj⌋ for all j = {0} ∪ I , then the MIR inequality

∑
j∈I

(
⌊aj⌋+

(fj − f0)
+

1− f0

)
xj +

1

1− f0

∑
j∈C :aj<0

ajxj ≤ ⌊a0⌋ (4)

is a valid inequality for conv(X ).

Observation

The MIR inequality (4) is identical to the GMI inequality (2).
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1

1− f0
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MIR

Proof.

Considering that x ≥ 0, one can relax a⊤x ≤ a0 to∑
j∈I :fj≤f0

⌊aj⌋xj +
∑

j∈I :fj>f0

ajxj +
∑

j∈C :aj<0

ajxj ≤ a0.

Let

w ≡
∑

j∈I :fj≤f0

⌊aj⌋xj +
∑

j∈I :fj>f0

⌈aj⌉xj , z ≡ −
∑

j∈C :aj<0

ajxj +
∑

j∈I :fj>f0

(1− fj) xj .

We have w − z ≤ a0. Since w ∈ Z and z ∈ R+, we can apply Lemma 1.
Thus

w − z

1− f0
≤ ⌊a0⌋.

Substituting w and z yields (4).
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MIR closure

Definition (MIR closure)

Consider a general mixed-integer set

X ≡
{
x ∈ Z|I |

+ × R|C |
+ : Ax ≤ b

}
,

let P denote its continuous relaxation.

i. By Farkas Lemma, any valid inequalities for P are of the form

λ⊤Ax − v⊤x ≤ λ⊤b + t,

where λ ∈ Rm
+, v ∈ Rn

+, t ∈ R+.

ii. Derive a an MIR inequality (4) from the above inequality.

iii. MIR closure relative to P: PMIR is obtained from P by adding all the
MIR inequalities.
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Complemented MIR (c-MIR)

Theorem (c-MIR)

Consider the following mixed-integer knapsack set

X ≡
{
(x , s) ∈ Zn

+ × R+ : a⊤x − s ≤ a0, xi ≤ ui ∀i ∈ [n]
}

Let T and U be a partition of set {1, 2, ..., n}, δ > 0∑
i∈T

G
(ai
δ

)
xi +

∑
i∈U

G

(
−ai
δ

)
(ui − xi )−

s

δ(1− f0)
≤ ⌊β⌋,

where β ≡ a0−
∑

j∈U ajuj
δ , f0 ≡ β − ⌊β⌋, G (y) ≡ ⌊y⌋+ (fy−f0)+

1−f0
with

fy ≡ y − ⌊y⌋.

Proof.

Using Eq. (4), it is easy to demonstrate the validity.
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Separating c-MIR

Three steps: (i) aggregation; (ii) bound substitution; (iii) separation.

Readers are referred to [MW01,Ach07] for more details.
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Relations between families of cuts

Remarks

XGMI ⊊ XMIR does not imply that MIR separation is futile when GMI
inequalities are separated, since only a subset of GMI inequalities
(rather than all inequalities that define the GMI closure) are added in
practice.
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GMI vs MIR

Theorem (GMI closure vs MIR closure)

Consider a general mixed-integer set

X ≡
{
x ∈ Z|I |

+ × R|C |
+ : Ax ≤ b

}
,

let P denote its continuous relaxation. Then XGMI ⊊ XMIR .

Remarks

As [Cor08,BC08,DGL10] pointed out, XGMI ⊊ XMIR results from the
sign of λ: λ ∈ Rm for XGMI , λ ∈ Rm

+ for XMIR .
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Chvatal vs MIR/GMI

Lemma

Consider a general mixed-integer set

X ≡
{
x ∈ Z|I |

+ × R|C |
+ : Ax ≤ b

}
,

let P denote its continuous relaxation. Any Chvatal inequalities are GMI
inequalities.

Proof.

Given a Chvatal inequality π⊤x ≤ π0 with πI ∈ Z|I |, πC = 0 and π0 ∈ Z,
we know P ∩

{
x ∈ Rn : π⊤x ≥ π0 + 1

}
= ∅. Let β ≡ max

x∈P
π⊤x , then

π0 ≤ β < π0 + 1. Derive an MIR inequality (4) from π⊤x ≤ β, we obtain
π⊤x ≤ π0. By Observation 10, this inequality is also a GMI inequality.
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Chvatal closure

Definition (Chvatal closure)

Consider a general mixed-integer set

X ≡
{
x ∈ Z|I |

+ × R|C |
+ : Ax ≤ b

}
,

let P denote its continuous relaxation. Then the Chvatal closure relative
to P is defined as

XChvatal ≡ ∩
πI∈Z|I|,πC=0,π0∈Z:
{x∈P:π⊤x≥π0+1}=∅

{
x ∈ P : π⊤x ≤ π0

}
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Split closure

Definition (Split closure)

Consider a general mixed-integer set

X ≡
{
x ∈ Z|I |

+ × R|C |
+ : Ax ≤ b

}
,

let P denote its continuous relaxation. Then the split closure relative to P
is defined as

X split ≡ ∩
πI∈Z|I|,πC=0

π0∈Z

conv
({

x ∈ P : π⊤x ≤ π0

}
∪
{
x ∈ P : π⊤x ≥ π0 + 1

})
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GMI = Split

In order to show the equivalence between split inequalities and GMI cuts,
we need the following lemma.

Lemma

Given a polyhedron P ≡ {x ∈ Rn : Ax ≤ b}, let Π ≡
{
x ∈ P : π⊤x ≤ π0

}
.

If Π ̸= ∅ and α⊤x ≤ β is a valid inequality for Π, then there exists a scalar
λ ∈ R+ such that α⊤x − λ

(
π⊤x − π0

)
≤ β is valid for P.

Proof.

Since Π ̸= ∅, by Farkas Lemma, there exists u ∈ Rm
+, λ ∈ R+ such that

α = A⊤u + λπ and β ≥ u⊤b + λπ0.

Note that P ̸= ∅ (since Π ̸= ∅), hence u⊤Ax ≤ u⊤b is valid for P. As a
result,

(
α⊤ − λπ⊤) x ≤ β − λπ0. Rearrange this inequality, we can come

to the conclusion.
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GMI = Split

Theorem (GMI = Split)

Consider a general mixed-integer set

X ≡
{
x ∈ Z|I |

+ × R|C |
+ : Ax ≤ b

}
,

let P denote its continuous relaxation. Then X split = PGMI .

Proof.

In our previous talk, we have shown “⇐”; next we show “⇒”. Given a
split (π, π0), let α

⊤x ≤ β be a valid inequality for both sets

Π1 ≡
{
x ∈ P : π⊤x ≤ π0

}
,

Π2 ≡
{
x ∈ P : π⊤x ≥ π0 + 1

}
.
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GMI = Split

Proof (Cont’d).

Case I: If Π2 = ∅, since all the inequalities that define Π1 are valid for P
except possibly for π⊤x ≤ π0, it suffices to show that π⊤x ≤ π0 is a GMI
inequality. This follows from the fact that π⊤x ≤ π0 is a Chvatal
inequality and from Lemma 8.
Case II: If Π1 ̸= ∅ and Π2 ̸= ∅, by Lemma 11, there exists u, v ∈ R+ such
that inequalities (5) and (6) are valid for P.

α⊤x − u
(
π⊤x − π0

)
≤ β (5)

α⊤x − v
(
−π⊤x + π0 + 1

)
≤ β (6)

Introduce slack variables s1, s2 ∈ R+ and subtract (5) from (6), we obtain

(v + u)π⊤x + s2 − s1 = (v + u)π0 + v .
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GMI = Split

Proof (Cont’d).

Divide by (v + u),

π⊤x +
s2

v + u
− s1

v + u
= π0 +

v

u + v
. (7)

Using (7) as a base equality, we generate a GMI inequality

1
v+u
v

v+u

s2 +
1

v+u

1− v
v+u

s1 ≥ 1,

1

v
s2 +

1

u
s1 ≥ 1.

Substitute s1 and s2, we have

α⊤x ≤ β.

Akang Wang wangakang@sribd.cn An Introduction to MIR Inequalities and Relations between Families of Cuts 23



Shenzhen Research Institute of Big Data

Split = Intersection

Theorem

Consider a general mixed-integer set

X ≡
{
x ∈ Z|I |

+ × R|C |
+ : Ax=b

}
.

WLOG, assume that matrix A is of full row rank. Let B index m linearly
independent columns of A (basic) and let N index the remain columns of
A (nonbasic). Associated with B is a corner polyhedron

P(B) ≡
{
x ∈ Rn

+ : Ax = b, xj ≥ 0 ∀j ∈ N
}
.

We claim that

X split = ∩
B∈B

∩
πI∈Z|I|,πC=0

π0∈Z

conv
(
P(B) ∩

({
x : π⊤x ≤ π0

}
∪
{
x : π⊤x ≥ π0 + 1

}))
= ∩

B∈B
∩

πI∈Z|I|,πC=0
π0∈Z

{x ∈ P(B) :
∑
j∈N

xj/αj ≤ π0}
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